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Prediction of the physical response for the two-photon
photorefractive effect
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We present a new model for the two-photon photorefractive recording process. We solved the resulting set
of nonlinear coupled partial differential equations of the model within a linear approximation of the steady
state. We found very good agreement with experimental results. © 2003 Optical Society of America
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The single-photon photorefractive (PR) effect has
proved its technological importance1 as an extraordi-
nary option for information storage in crystals that
can handle much larger densities of information than
standard magnetic materials.2 On the other hand,
the single-photon process presents problems during
information readout. This happens when one illu-
minates the material to read the information and, at
least partly, erases it. One approach to solving these
problems is to reduce to a minimum the reading-beam
intensity. However, reducing the intensity makes
the reading process diff icult. There are methods for
fixing holograms, for example, by use of protons, but
these methods have the disadvantage of making the
information difficult to erase quickly by optical means
when desired. The two-photon recording process for
PR materials has been extensively studied mainly
from the experimental point of view.3 – 8 This process
is an extraordinary recording option that allows
nondestructive reading.

In this Letter we present a model of the two-
photon photorefractive effect. This description is
based on a band transport model that led to a set of
nonlinear coupled partial differential equations. We
solve only the equations for the stationary state in the
linear approximation to check that the physics behind
them is correct, but we are working on the numeri-
cal solution to the nonstationary, nonlinear coupled
equations. Very few theoretical works have been pub-
lished on the subject of two-photon recording. The
model that we propose is simpler than those reported
in Refs. 9 and 10, and after comparing our predictions
with the experimental results we found excellent
agreement.

The two-photon process requires an intermediate al-
lowed level (IL) that is used to maintain a quantity of
excited electrons from the valence band (VB) by pho-
tons with energy h̄v1 (gating beam). These electrons
are then excited again to the conduction band (CB) by
another photon with energy h̄v2 (see Fig. 1). The v2
frequency light arrives at the PR material after hav-
ing been divided into two coherent beams, a reference
beam and a carrier beam. The interference of these
two beams is recorded in the PR material, producing a
spatially dependent charge density that induces a gra-
dient of refractive index in the material.

This recording process is a bit more complicated than
the single-photon PR effect but has the advantage of
allowing a reading process with no erasure problem as
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a result of re-excitation of the electrons by the reading
beam. Notice that in Eqs. (1)–(5), below, we neglect
the hole mobility.

We propose a description of the reading process in
terms of the following system of nonlinear partial dif-
ferential equations:
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where I1 and I2 are the intensities of the gating beam
and the interference pattern, respectively. We also
include n01, the density of traps in the intermediate
state (density of allowed states). g, g1, and g2 are
the recombination factors of the CB–VB, IL–VB, and
CB–IL transitions, respectively; b1 and b2 are the
thermoionization probability constants for transitions
VB–IL and IL–CB, respectively; and, of course, the
space–time-dependent variable n1 is the density of

Fig. 1. Transition scheme corresponding to the two-
photon photorefractive effect. We consider deep impurity
levels and acceptor and donor states that are practically
within the VB.
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electrons in the intermediate state. As in the common
notation in the literature, e is the electron charge, N
is the donor density, N1 is the density of holes, and
n is the density of electrons in the CB. Notice that
the presence of the new variable n1 induces an extra
differential equation (2) and more changes in the
material rate equations in comparison with the set of
single-photon BTM equations proposed by Kuhktarev
et al.11

Equation (1) refers to the time evolution of the VB
hole density. Holes can be generated by photoioniza-
tion and thermoionization, and they disappear when
electrons from the IL and the CB are recombined.
Equation (2) gives the evolution of the electron den-
sity at the IL; this population grows as a result of
photoionization and thermoionization from VB and
by recombination from CB and decreases by recom-
bination to the VB and by photoionization to the
CB. Equation (3) refers to the density of electrons
at the CB, which increases because of photoionization
and thermoionization from the IL and also because
of travel of the electrons in the material; the density
decreases because of recombination to the VB and to
the IL. We consider deep impurity levels and acceptor
and donor states that are practically within the VB
(Fig. 1).

First, notice that we can neglect the term �n01 2

n1� ,, NA with respect to the other terms. In the sta-
tionary state we take the approximation N1 � NA and
make the time derivatives of N1, n, and n1 equal to 0
to f ind the steady solution, so we get
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and integrating Eq. (8), we get
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From Eq. (9) we obtain the expression for the electric
field at each point.

Graphs of n, n1, and E are presented in Figs. 2–4.
We take the values shown in Table 1 as the constants.
Some of these values were found in the literature, and
others were estimated on physical grounds.

In Figure 2 we present n as a function of the spa-
tial coordinate y. One can see that the electrons pre-
fer the darker zones of the material �h̄v2� as expected.
From Fig. 3, one can see that the quantity of elec-
trons shows certain structures in which we can find
slight oscillations of the order of 1015 m23 near the
value 1.6 3 1020 m23, with maxima and minima in the
low and high illuminated �h̄v2� areas, respectively (as
expected too). We obtained the expected behavior for
the space-charge f ield, which is shown in Fig. 4. This
space-charge f ield follows the normal profile for the
light-intensity pattern used.
The refractive index Dnri is

Dnri � rN0
3Esc , (10)

where r is the electro-optic coeff icient, N0 is the
initial refractive index, and Esc is the magnitude

Fig. 2. Density of free electrons �n� in the valence band as
a function of the spatial coordinate y.

Fig. 3. Density of electrons on the intermediate level �n1�
as a function of the spatial coordinate y.

Fig. 4. Space-charge electric f ield �Esc� as a function of
the spatial coordinate y.
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Table 1. Constants Used for Our Calculations

Constant Value Sourcea

s1 1.06 3 1026 m2 Expected
s2 1.06 3 1026 m2 Expected
I0 5 3 106 W m22 Typicalb

I1 5 3 106 W m22 Typicalb

N 1025 m23 Typicalc

NA 1022 m23 Typicalc

g1 3.3 3 10217 m3 s21 Expected
g2 3.3 3 10217 m3 s21 Expected
g 1.65 3 10217 m3 s21 d

k 2p�L Typical
m 3 3 1026 m2 V21 s21 c,d

D 2.4 3 1026 m2 s21 Typical
b1 0 Typical
b2 0 Typical
L 1026 m Typical

aWhen available.
bRef. 9.
cRef. 7.
dRef. 6.

Fig. 5. Change of refractive index as a function of the light
�h̄v2� intensity.

Fig. 6. Diffraction eff iciency as a function of the light
�h̄v2� intensity for different modulations.
of the space-charge f ield. Plotting Eq. (10) as a
function of the h̄v2 light intensity �I0�, we obtain the
result shown in Fig. 5. In the figure one can see an
increasing curve that reaches a saturation value.
This behavior is the same as that shown in several
other experiments.4,12

Finally we can analyze the diffraction eff iciency,
given by the well-known expression
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,

where l is the recording light wavelength, uB is the
Bragg angle, and L is the thickness of the sample.
From this expression, and using Eq. (10), we get the
diffraction eff iciency shown in Fig. 6. One can see a
family of growing curves that stabilizes for high I0
values. This behavior is the same as was reported
experimentally.13

Our model leads to a physically expected behavior
for each variable analyzed. In particular, we found
very good agreement with available experimental re-
sults for the refractive index and diffraction efficiency
as a function of light intensity.
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